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The resolution of a conventional diffraction-limited imaging system is proportional to its pupil diameter.
A primary goal of sparse aperture imaging is to enhance resolution while minimizing the total light
collection area; the latter being desirable, in part, because of the cost of large, monolithic apertures.
Performance metrics are defined and used to evaluate several sparse aperture arrays constructed from
multiple, identical, circular subapertures. Subaperture piston and/or tilt effects on image quality are also
considered. We selected arrays with compact nonredundant autocorrelations first described by Golay. We
vary both the number of subapertures and their relative spacings to arrive at an optimized array. We
report the results of an experiment in which we synthesized an image from multiple subaperture pupil
fields by masking a large lens with a Golay array. For this experiment we imaged a slant edge feature
of an ISO12233 resolution target in order to measure the modulation transfer function. We note the
contrast reduction inherent in images formed through sparse aperture arrays and demonstrate the use
of a Wiener—Helstrom filter to restore contrast in our experimental images. Finally, we describe a method
to synthesize images from multiple subaperture focal plane intensity images using a phase retrieval
algorithm to obtain estimates of subaperture pupil fields. Experimental results from synthesizing an
image of a point object from multiple subaperture images are presented, and weaknesses of the phase

retrieval method for this application are discussed. © 2007 Optical Society of America

OCIS codes:

1. Introduction

Sparse aperture imaging has grown out of the quest
for higher angular resolutions in astronomy. The field
of sparse aperture interferometry is a relatively ma-
ture technology. Since the 1940s, radio interferom-
eters have been successfully built, which combine
radiation fields from multiple antennae. These allow
the synthesis of higher resolution images of extrater-
restrial radio sources than would be possible from
any individual antenna. Antenna arrays such as the
very large array (VLA) can be used to synthesize high
resolution two-dimensional images of radio sources
by measuring their complex visibility [1]. Through
inversion of the Fourier amplitude and phase visibil-
ity, an image of the source is synthesized [2].
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Applying sparse aperture imaging techniques to
optical wavelength imaging systems presents unique
challenges. In radio interferometry, the interference
and correlation of the radiation fields from each sub-
antenna are normally performed postdetection. The
phasing of the signals from each subantenna in the
RF array is often accomplished through the relatively
simple insertion of appropriate delay lines between
the antennas and the correlator. This is not possible
with optical arrays because present detector technol-
ogy is capable of recording only the time averaged
intensity of the optical field at each subaperture rather
than coherently detecting both field amplitude and
phase, as is the case with RF arrays. Therefore, the
optical fields themselves are interfered on a single focal
plane detector array. This interferometric beam com-
bination necessitates phasing of the subapertures to
within a fraction of a wavelength. Relatively short op-
tical wavelengths therefore require high positioning
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accuracy for the phasing and alignment of each optical
subaperture.

Michelson’s stellar interferometer is an early exam-
ple of what is essentially a two element sparse aper-
ture configuration at optical wavelengths. Using two
mirrors, Michelson sampled a narrow band of spatial
frequencies along one direction [3]. By changing the
distance between the two mirrors (the baseline) Mich-
elson recorded the contrast, or fringe visibility, at mul-
tiple spatial frequencies. Had he been able to measure
the fringe phase at each spatial frequency as well, he
could have constructed one-dimensional images of in-
terstellar sources. Instead, he assumed the sources
were stars with circularly symmetric brightness pro-
files. By noting the baseline distance when the fringe
visibility was extinguished, he calculated the angular
diameters of stars.

The resolution of conventional monolithic aper-
tures is well described by a single measure, the
width of the central peak of the point spread func-
tion (PSF), which is in turn inversely proportional
to the pupil diameter. This measure is often of in-
terest to astronomers desiring improved angular
resolution but is inadequate in the analysis of an
imaging system where targets of interest are ex-
tended objects with significant spatial frequency
content and often with less contrast. The modula-
tion transfer function (MTF) developed from Fou-
rier analysis is also used to quantitatively judge the
merit of sparse aperture arrays and is particularly
useful in light of the possibility of postprocessing
deconvolution to obtain an image equivalent in res-
olution to that of a single filled aperture. A primary
goal of sparse aperture imaging is to enhance res-
olution while minimizing the total light collection
area, the latter being desirable because of the cost
of large monolithic apertures.

In Section 2, quantitative metrics based on the
PSF and MTF are developed to evaluate sparse
aperture arrays constructed from multiple, identi-
cal, circular subapertures. In Section 3, we select
arrays constructed on the compact nonredundant
point arrays described by Golay [4]. We vary both
the number of subapertures and their relative spac-
ings to arrive at an optimal array. In Section 4, the
effects of piston and/or tilt aberrations are investi-
gated as they relate to sparse aperture imaging. In
Section 5, we report the results of synthesizing an
image from multiple subaperture pupil fields by
masking a large lens with a Golay array, noting the
contrast reduction inherent to sparse arrays. In
Section 6, we examine the postdetection synthesis
of multiple focal plane subimages. A synthesis
method using a phase retrieval algorithm is de-
scribed and experimental results for point source
imaging are presented. Weaknesses of this phase
retrieval method are also discussed. Our conclu-
sions are presented in Section 7.

2. Theory

We choose to examine Golay-N sparse aperture im-
aging arrays comprised of N identical, circular,
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Fig. 1. Golay-4 array with expansion factor of 1.6.

diffraction-limited subaperture pupils. Figure 1
shows an example sparse array consisting of four
subapertures. We define s to be the distance be-
tween the centers of the most closely spaced subap-
ertures. D is the diameter of each subaperture, and
the ratio s/D will be known as the array’s expansion
factor. The sparse aperture arrays evaluated in this
study will consist of unit diameter subapertures
so that the expansion factor is simply s. For exam-
ple, arrays with tangent subapertures possess the
smallest allowable expansion factor of unity. More-
over, D,,,, defines the maximum baseline dimension
in the pupil array and D,;,, is the minimum diameter
of a circle that circumscribes the entire array.

A good sparse aperture design combines the optical
fields from its subapertures to obtain a resolution
equivalent to that of a single filled aperture with a
large effective area A,. A good array design maxi-
mizes A, while minimizing the total collection area
Aray- The fill factor o is the ratio of the area of the
sparse aperture array to the area of a single filled
aperture whose image resolution best matches the
image resolution of the sparse array. Therefore, the
merit of a sparse aperture array lies in minimizing
the fill factor «. For sparse arrays composed of N
identical, unit diameter, circular subapertures the fill
factor is given by

N

=—, (1)
Dy

(03

where D, is the effective diameter of a single filled
circular aperture that best matches the image quality
of the sparse aperture design. However, there is not a
clear consensus on how to quantify D4, as resolution
can be judged according to various focal plane met-



rics, such as the Sparrow or Rayleigh criteria, or by
examining spatial frequency metrics [5-10].

A. Focal Plane (Point Spread Function) Metrics

A sparse array pupil function, P, (x, y), consisting
of N identical, except possibly for phase, subaper-
tures in the (x, y) plane can be written as,

N .
Parray(x7 y) = Zl Psub(x “Xny Y _yn)e]¢n(x’y)7 (2)

where P, (x,y) is the common modulus of all sub-
aperture pupil functions and where ¢,(x, y) is the
phase structure, and (x,,y,) are the center coordi-
nates of the nth subaperture, respectively. Imaging
can be thought of as an interferometric process where
spatial frequencies are sampled based on the vector
distance between points in the pupil. An N point
pupil array has N(N — 1)/2 combinations of pupil
point pair vector distances. Through Fourier analysis
and application of the autocorrelation theorem then,
the incoherent PSF of any sparse aperture array con-
sisting of N identical, diffraction-limited, in-phase,
(i.e. all ¢, = 0) subapertures is given by

NN-1>/2

PSF,,0y(u, v) = PSF,,(u, v) [N +2 >
js

21
X cos[)\f(Axku + Aykv)H, (3)

where (u,v) are the image plane coordinates,
(Ax;, Ay;,) are the vector separation components be-
tween pairs of subaperture centers, \ is the wave-
length, and f is the distance from the pupil to the
image plane.

An incoherent imaging system is linear in intensity
so that the image formed is the convolution of the
pupil array PSF and the ideal geometric image in-
tensity. In the ideal geometric limit, the array PSF
would be a delta function. Therefore, both a narrow
PSF central peak and minimization of energy outside
the central peak are desirable. One method for defin-
ing D,y can thus be based on the full width at half
maximum (FWHM) of the PSF according to

So 1.03\f
D psiy = FWHM,,,., psr  FWHM,,,.., psr’ (

4)

where 8, is the FWHM of the PSF of a single unit
diameter aperture.

Now note that the FWHM,,,,, psr is approximately
inversely proportional to the maximum baseline ar-
ray dimension, D,,,,. However, if the expansion fac-
tor is increased in order to increase D,,,, the
decreased fill factor will also result in less energy in
the central peak. The ratio of energy contained in the
PSF central peak versus the energy in the sidelobes is
also of great interest. We therefore adopt a measure,
called the peak-to-integrated-sidelobe-ratio (PISLR),

PSF (top view, log-scaled)

MTF (top view, log-scaled)
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Fig. 2. Resolution metrics for a sparse array consisting of four
identical, circular subapertures.

from the field of antenna design for further consider-
ation. Referring to Fig. 2, we calculate the PISLR for
a sparse aperture PSF using the following steps:
First, the FWHM of the sparse aperture array’s PSF
is found. This determines the effective diameter, D,
from Eq. (4). Next, we construct a fictional Airy in-
tensity pattern whose central lobe diameter, v, is
given by

2.44Nf
Wpeak = Tgff' (5)

The PISLR is then the ratio of the sparse aperture
PSF energy within the circle of diameter v, to the
energy outside this circle, expressed in decibels as

2 Wpeak
J f PSFy0,(p, )pdpdd
PISLR=10 log| 2%

f PSFay(p, )pdpdd

0 Wpeak

,  (6)

where p and ¢ are cylindrical coordinates based on
the u, v image plane variables.

B. Frequency Plane (Modular Transfer Function) Metrics
Useful resolution measures can also be made in the
spatial frequency domain. For an incoherent imaging
system, the spatial frequency content of the image is
equal to the product of the spatial frequency content
of the ideal geometric image and the optical transfer
function (OTF), where the OTF is the normalized
Fourier transform of the intensity PSF given as
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TPSF rray 2
OTF=¥(f,, f,) = AUSLEEICD) , (D

JfPSFarray(u, v)dudv

and where f, = x/\f and f, = y/\f are spatial frequen-
cies [11]. The modulus of the OTF, known as the MTF
describes the transfer of object contrast to an image
as a function of spatial frequency. The MTF proves to
be an especially useful metric in evaluating sparse
aperture imaging systems. The OTF of a sparse ap-
erture array is found by using Eq. (3) in Eq. (7). If the
array consists of NV identical, circular, in-phase sub-
apertures then the OTF and MTF are equivalent and
can be shown to be

1NvaN-1/2
MTFarray(f;n f;/) = MTFsub(ﬁn f;/) * |:8(ﬂc7 f)/) + N kgl
Ax A
xa(fxi)\fk, fyi)\yfkﬂ, (8)

where MTF,,,(f,, f,) is the MTF of a single circular
aperture given by

MTFsub(p)
2 O\ N D
pm arccos(D P) - (D p>\1 - (D p) forp= N
= i
0 for p > Vs
9

where p = \f{ +f; is the radial spatial frequency, and
* denotes convolution [11]. Any aberrations within a
subaperture will necessarily reduce MTF,,(f., f,),
while phase errors between the subapertures, such as
piston or tilt, will reduce the overall MTF,,,,,(f., f,)
An ideal MTF has a constant value over an infinite
spatial frequency bandwidth, corresponding to an
ideal delta function PSF. However, any practical im-
aging system will have a finite pupil that will limit
the overall MTF spatial frequency bandwidth and
reduce image contrast at all spatial frequencies rel-
ative to the background.

Referring to Fig. 2, the array’s MTF has a max-
imum spatial frequency p,.. proportional to the
maximum baseline dimension D,,,,. However, this
maximum spatial frequency is attainable for only cer-
tain azimuth angles. We define p,,,, as the diameter of
the smallest circle that circumscribes the entire MTF
pattern and p,,;, as the diameter of the largest circle
inscribed within the contiguous portion of the MTF.
An effective diameter, D,;, can then be defined based
on the MTF’s spatial frequency cutoff. Some have
chosen a single, characteristic MTF cutoff frequency
based on pin, Pmax, O @ mean of p,;, and p.,.. [5,7]. We
select the most conservative measure, p,;,, as the
cutoff frequency. The effective diameter can then be
defined by
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Pmin

D orcnry = e PminN, (10)

where p, = (\f) " is the cutoff frequency for a circular,
unit diameter aperture. In all cases, Eq. (10) will
determine a smaller D, than Eq. (4). Therefore, to
provide the most conservative results in all following
discussions, Eq. (10) will be used in conjunction with
Eq. (1) to determine the array fill factor a.

Spatial resolution is not the only figure of merit for
an imaging system. Detection noise also has a major
impact on image quality. Any practical sparse aper-
ture imaging system contends with degraded signal
to noise ratio (SNR) compared to a filled aperture for
two primary reasons: first is the obvious reduction
in the photon collecting area, and second is midfre-
quency MTF attenuation [12]. The reduction in the
photon collecting area reduces the SNR of the entire
image spectrum including the background. MTF at-
tenuation, however, causes further SNR reduction
within the midfrequency spectrum due to loss of im-
age contrast, as compared to a single filled aperture.
Therefore, we strive to maximize the MTF spatial
frequency bandwidth while simultaneously requiring
that the MTF level across the full spectrum be suffi-
cient to achieve an acceptable imaging system SNR.

A sparse aperture array consisting of unit diameter
subapertures has an MTF with a unit value at zero
frequency and a volume proportional to the total ap-
erture area. We can reduce the array’s fill factor in
order to increase bandwidth, but we do so at the cost
of reducing MTF values for spatial frequencies
greater than zero. We therefore define MTF,,4p.,, as
the mean MTF level over spatial frequencies from
unit spatial frequency to pn;, as shown graphically in
Fig. 2 and as calculated analytically by

2T +pmin
1

MTF piapreq = 217(;)2—1)J’ J MTF(p, ¢)pdpdd.
min 0 1

(11)

We, along with other investigators, have observed
that the MTF 4., of a well designed sparse aperture
array is approximately directly proportional to the fill
factor « [12]. Decreasing an array’s fill factor reduces
MTF ,i4req, Which in turn corresponds to a worse SNR.

3. Designing Optimal Sparse Aperture Arrays

The desire to image extended targets of unknown
spatial frequency content would suggest that a sparse
aperture array be designed to possess an MTF with
maximum spatial frequency cutoff and with sufficient
contrast. The MTF of a sparse aperture array is the
modulus of the normalized autocorrelation of the ar-
ray. Because autocorrelation is not an invertible op-
eration, an array that generates the desired MTF
cannot be calculated analytically and numerical op-
timization algorithms are computationally prohibi-
tive for arrays with more than a few subapertures
[13]. Golay used a random guessing algorithm and
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Fig. 3. Threefold symmetric Golay arrays with compact nonre-
dundant autocorrelations. Top row: Point array configurations.
Bottom row: Associated autocorrelations.

restricted his solution sets to various grid patterns in
his search for point arrays having compact nonredun-
dant autocorrelations [4,13]. Arrays with compact
nonredundant autocorrelations provide the most ef-
ficient means of maximizing spatial frequency band-
width with the fewest number of subapertures. We
examined practical sparse aperture arrays con-
structed by centering identical circular subapertures
on each of the points in Golay’s threefold symmetric
arrays. These arrays have particularly compact au-
tocorrelations and low fill factors, which helps in re-
ducing overall system complexity. The four most
promising arrays along with their autocorrelations
are shown in Fig. 3. In addition, the (x,, y,) center
coordinates are provided in Table 1 for a unity ex-
pansion factor.

Table 1. Threefold Symmetric Golay Array Subaperature Center
Coordinates (s = 1)
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A. Optimizing the Expansion Factor

The effect of placing circular pupils on a Golay point
array is directly influenced by the expansion factor.
The MTF of a Golay array with an expansion factor of
unity is tightly filled about the origin with few fre-
quency plane voids and also exhibits a favorable,
nearly uniform MTF level over all midband spatial
frequencies. Increasing the expansion factor of an
array has a predictable effect on its MTF. If in Eq. (8),
we initially assume the vector separation components
describe an array where the closest pupil subaper-
tures are tangent (s = 1), then Ax,, Ay,, are simply
scaled by the expansion factor, becoming simply sAx;,
and sAy, for nonunity expansion factors.

Table 2 presents the properties of a Golay-9 array.
Each row lists the PSF and MTF metrics for an in-
creasing expansion factor. As expected, there is a
linear increase in D, based on the FWHM of the PSF
and a linear increase in the cutoff frequencies, puin
and p,,.x of the MTF. Generally then, the expansion
factor can be increased in order to maximize band-
width until voids appear in the MTF. For example,
the Golay-9 array has MTF voids that appear when
the expansion factor is increased beyond 1.6. For this
study, we chose expansion factors slightly less than
that required to avoid zero MTF levels. Specifically,
we set the expansion factor so that the minimum
MTF level was approximately 3% of the peak. As
previously mentioned, in a practical imaging system,
the array would be required to maintain a minimum
MTF level based on SNR considerations, instead of
simply avoiding zero MTF levels.

B. Comparison of Subaperture Arrangements

The most promising arrays due to the compactness of
their autocorrelations/MTFs are the threefold sym-
metric Golay-3, -6, -9, and -12 arrays. Each of these
arrays has been optimized for an expansion factor.
Top views of each array’s PSF and MTF are shown in
the grayscale plots of Figs. 4 to 7, along with a central
horizontal slice of each function appearing below. The
salient PSF and MTF measures for a single subaper-
ture and each of these Golay arrays are also provided
in Table 3. Recall that the merit of a sparse aperture
imaging system with respect to diffraction-limited
performance is the fill factor, while the merit of a
sparse aperture imaging system with respect to SNR
performance is quantified by the MTF,, ., The
Golay-9 and Golay-12 arrays will clearly have the
best diffraction performance with low, nearly identi-
cal fill factors. However, the MTF,, 4., performance
of the Golay-9 array is superior to the Golay-12,
meaning that images captured by the Golay-9 array
should have better average contrast. Therefore, the
Golay-9 with an expansion factor of 1.4 is considered
by us to be the best array because it synthesizes a
large D, for a relatively modest 27.9% fill factor,
while also maintaining adequate midfrequency con-
trast. The geometry of this array is shown in Fig. 8.
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Table 2. Golay-9 Array Metrics as a Function of Expansion Factor s

Expansion
Factor PISLR Fill Factor (o)

Array (s) D iy cumseribed FWHMpgp [dB] Pmin(\) Prmax(\) MTFmidfreq (%)
Golay-9 1.0 8.02 3,/6.98 -6.14 4.36 7.08 0.089 47.2
Golay-9 1.1 8.73 d0/7.58 -7.09 4.71 7.68 0.076 40.6
Golay-9 1.2 9.43 30/8.16 —-7.94 5.02 8.29 0.067 35.7
Golay-9 1.3 10.1 80/8.77 —8.70 5.32 8.90 0.059 31.9
Golay-9 14 10.8 80/9.38 -9.39 5.68 9.50 0.052 27.9
Golay-9 1.5 11.5 30/9.98 -10.0 5.92 10.1 0.046 25.7
Golay-9 1.6 12.2 30/10.6 -10.6 6.23 10.8 0.041 23.2
Golay-9 1.7 12.9 80/12.7 -114 2.12 114 Voids —
Golay-9 1.8 13.6 30/13.4 -11.9 1.66 12.2 Voids —
Golay-9 1.9 14.3 d0/14.1 -124 1.20 12.7 Voids —
Golay-9 2.0 15.0 30/14.8 —-12.8 1.18 13.2 Voids —

4. Aberration Errors in a Sparse Aperture Imaging
System

Piston and/or tilt phase errors added to one or more
of the subapertures generally degrades resolution. To
examine the effects such phase errors have on the
array’s incoherent PSF, we numerically found the
modulus squared of the Fourier transform of Eq. (2),
after first applying the desired phase structure to
each of the subapertures. The array MTF was then
examined by numerical evaluation of Eq. (7) and tak-
ing the modulus of the result.

Figure 9 shows the PSF and MTF of the optimized
Golay-9 array when a half wave of piston has been
added to the inner, lower left subaperture of the array
shown in Fig. 8. The effect on the PSF is quite no-
ticeable, as energy is displaced from the central peak
to the sidelobes [9]. The MTF also suffers from the
added piston. Notice in Fig. 9 that the MTF level in
areas between the point autocorrelation peaks is re-
duced from that seen in Fig. 6. Fortunately, a half

PSF (top view, log-scaled) MTF (top view, log-scaled)

MTF (along f -axis)

PSF (along u-axis)

1
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S 4 =
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Fig. 4. PSF and MTF for a Golay-3 array with an optimum ex-
pansion factor of 1.6.
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wave of piston is the worst case scenario for a single
subaperture.

Figure 10 shows the PSF and MTF of the Golay-9
array when the same subaperture has been tilted
along the horizontal axis by a full wave. The full wave
of tilt on a single subaperture causes the energy from
that subaperture to be deflected away from the optic
axis, placing energy into the sidelobes of the PSF and
thereby degrading resolution. The MTF also suffers
from tilt as seen by the frequency voids that appear.
As expected, if a sparse aperture system is to provide
resolution gain, the subapertures must be phased to
within interferometric tolerances.

5. Imaging a Resolution Target

A transmissive ISO12233 resolution chart was im-
aged onto a focal plane array through an optimized
Golay-9 sparse aperture array [14]. The image of this
chart provided a means to directly measure the MTF
of the array. The optical arrangement of the experi-

PSF (top view, log-scaled)

MTF (top view, log-scaled)

PSF (along u-axis) MTF (along f -axis)

1
30 0.8
>
£ 0.6
% 20 &
e 204
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o
% 0 2 % 10

u/Af
X(xf)

Fig. 5. PSF and MTF for a Golay-6 array with an optimum ex-
pansion factor of 1.5.
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Fig. 6. PSF and MTF for a Golay-9 array with an optimum ex-
pansion factor of 1.4.

ment is shown in Fig. 11. The incoherently illumi-
nated target was placed one focal length in front of
lens fi. In this way, the 4f system then effectively
places the resolution target at an infinite distance
from the f; lens/pupil plane mask combination being
evaluated. The magnification of this imaging system
is the ratio of lens focal lengths, f,/f;. High optical
quality achromatic doublets were used in order to
avoid aberrations that would adversely affect perfor-
mance, and a monochrome CCD camera (1600 X
1200 pixels at a 4.4 pm pixel pitch) with a nominally
linear 8 bit response was used to capture the images.

The pupil of this simple imaging system is coinci-
dent with lens f,. Therefore, the Golay-9 (s = 1.4)
pupil mask was placed as close as possible (approxi-
mately 7 mm) from the front surface of this lens. An
image of the slant bars in the ISO12233 target was
then used to calculate the MTF using a commonly
accepted algorithm [15]. This algorithm takes the
image of the slant bar edge, finds a line of best fit via
least squares error, and constructs an averaged edge
profile. The derivative of the edge profile is then cal-
culated to obtain the line spread function. Next, a
discrete Fourier transform is applied to the line
spread function, and the result is scaled by the pixel
sampling size giving the MTF normal to the slant

PSF (top view, log-scaled) MTF (top view, log-scaled)

PSF (along u-axis) MTF (along f,-axis)

> 100
@ w
£ os
£ 50
0 0
-2 0 2 -10 0 10

u/\f f;((?»f)

Fig. 7. PSF and MTF for a Golay-12 array with an optimum
expansion factor of 1.3.

edge. The MTF was calculated by this method using
a software analysis tool available from the Interna-
tional Imaging Industry Association [16].
Experimental results are shown in Fig. 12 where
the horizontal and vertical MTFs were calculated
from the two slant bar features in the captured image
and are plotted along with the theoretical MTF's for
the Golay-9 array. The measured MTF's agree quite
well with the theoretical MTF's at all spatial frequen-
cies. In addition, a portion of the raw image captured

—————

~—————

Fig. 8. Golay-9 array geometry for an optimum expansion factor
of 1.4.

Table 3. Quality Measures of Optimized N Element Golay Arrays

Expansion
Factor PISLR Fill Factor
Array () D ivcumscribea FWHMpsr [dB] Prmin(M) Prmax(M) MTFmidfreq (o)
Single NA 1.00 3o 7.13 1.00 1.00 NA 1.00
Golay-3 1.6 2.85 80/2.92 —2.92 1.99 2.60 0.136 75.8%
Golay-6 1.5 5.58 d0/5.83 —7.52 3.98 4.96 0.067 37.9%
Golay-9 14 10.8 30/9.38 -9.39 5.68 9.50 0.052 27.9%
Golay-12 1.3 14.8 d0/12.7 -10.6 6.59 129 0.045 27.6%
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Fig. 9. PSF and MTF of the optimized Golay-9 array with \/2
piston added to one subaperture.

through the Golay-9 array is shown on the left hand
side of Fig. 13. Though the image has increased res-
olution compared to that of a single subaperture, it is
not subjectively pleasing due to its low contrast. Re-
duced contrast is inherent to sparse arrays with low
fill factors: a reduction in midband MTF directly cor-
responds to a reduction in image contrast. We there-
fore expect that a practical sparse aperture imaging
system would employ a postdetection restoration fil-
ter to improve image contrast [6]. In theory, the ideal
geometric optics image can be restored by a deconvo-
lution of the image detected at the focal plane with
the known PSF of the imaging system. For practical
imaging systems, improved restoration filters such as

PSF (top view, log-scaled) MTF (top view, log-scaled)
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Fig. 10. PSF and MTF of the optimized Golay-9 array with \ tilt
added to one subaperture.
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Fig. 11. Imaging of an incoherently illuminated resolution target
through a Golay aperture array.
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the Wiener—Helstrom filter are used, which account
for the presence of noise in the detected image [17]. A
Wiener restoration filter, W(f,, f,), which deconvolves
the detected image with the known imaging system
PSF in the presence of white noise is given by

HF 1)
Wt 1= (gt pyp + K

where #(f,, f,) is the OTF and K is the ratio of the
noise power to the average image signal power. Note
that the Wiener filter can improve image contrast but
cannot recover image spatial frequency content below
the noise floor. The results of applying a Wiener filter
to our raw image can be seen on the right hand side
of Fig. 13, where K was selected to provide a subjec-
tively pleasing image.

(12)

6. Synthesis of Focal Plane Images

In Section 5 we have experimentally verified that
high resolution images can be synthesized by com-
bining the fields at each of the subapertures onto a
single focal plane detector array. Such an imaging
system is shown schematically in Fig. 14(a), in which
the pupil plane field is simultaneously sampled by
multiple subapertures. The superposition of the im-
ages formed by each of the subaperture fields is cen-
tered on the optic axis of the focal plane by virtue of
the large imaging lens. The image intensity detected
by the focal plane array is then simply the squared
modulus of this superposition field. Proper synthesis
of the subaperture pupil plane fields requires phasing
the subaperture fields to within interferometric tol-
erances, which the large imaging lens does directly.
Unfortunately, the single large imaging lens defeats
one of the primary reasons for pursuing sparse aper-
ture imaging, namely, eliminating the cost, weight,
and area of a large monolithic optic. Others have
constructed sparse aperture imaging systems using
multiple, smaller optics to coherently combine sub-
aperture fields onto a single detector, such as the Air
Force Research Laboratory’s Multipurpose Multiple
Telescope Testbed (MMTT), and MIT’s Adaptive Re-
connaissance Golay-3 Optical Satellite (ARGOS) [9].
Both systems use sensing techniques that provide
feedback to actively control an optical beam com-
biner. An alternative sparse aperture imaging sys-
tem that combines intensity images captured by
multiple, spatially separated cameras is shown sche-
matically in Fig. 14(b). In this system the pupil field
is sampled by multiple independent cameras, which
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Fig. 12. Measured and theoretical MTF cross-sections for the optimized Golay-9 array (s = 1.4).

are shown composed of simple lenses and CCD ar-
rays.

A. Process Description

A CCD focal plane array senses time averaged inten-
sity, not complex field. With only modulus informa-
tion available in the focal plane, we lack complete
knowledge of the pupil plane field. The phase can be
measured with more sophisticated coherent imaging
methods, such as holographic imaging or heterodyne
detection [18]. In the interest of experimental sim-
plicity, however, we chose to employ one of the well
known phase retrieval algorithms to construct an es-
timate of the pupil field for each subaperture based
on its measured focal plane intensity [19]. In conjunc-
tion with the phase retrieval algorithm, the discrete
cameras are then essentially wavefront sensors that
measure the pupil plane field at each subaperture
location.

Referring to Fig. 14(b), intensity images of a coher-
ently illuminated object are simultaneously captured
on multiple, identical focal plane CCD detectors. The
modulus of the detected focal plane fields are found
by taking the square root of each intensity image.

L

| gEgry -

This focal plane modulus and the known aperture
shape are the constraints that are then used in an
iterative Fourier-transform phase retrieval algo-
rithm that yields an estimate of the complex field at
each camera’s pupil [20]. During postprocessing, the
retrieved subaperture fields are then placed in a sin-
gle matrix at a location corresponding to the camera’s
physical position in the sparse aperture array. A
higher resolution image is synthesized digitally by
applying a virtual lens to the spatially separated
fields and propagating the composite pupil plane field
to a virtual focal plane detector and forming the im-
age plane field via discrete Fourier transform. The
synthesized image is the modulus squared of the re-
sult.

B. Experimental Synthesis of a Point Object Image

We used the system described in Fig. 15 to image a
distant point object that was approximated by a
Gaussian plane wave created by spatially filtering
and collimating the output of a Nd:YAG laser. To
simplify the experiment an optimized (s = 1.6)
Golay-3 mask was placed in the pupil plane, a single
subaperture was uncovered, and an image was cap-

Fig. 13. A raw Golay-9 image (left) and its Wiener restored image (right).
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Fig. 14.

tured by the CCD. An image corresponding to each
subaperture was then captured sequentially. The pu-
pil plane field (amplitude and phase) was recon-
structed for each subaperture using the iterative
Fourier-transform phase retrieval algorithm. Figure
16 is an example showing the captured focal plane
images and the retrieved pupil plane phase and in-
tensity resulting from the phase retrieval algorithm
for the single subaperture labeled “B”. Because we
imaged a distant point source, the retrieved pupil
plane fields exhibit flat phase and intensity. How-
ever, because the phase retrieval algorithm is em-
ployed separately to each subaperture intensity
image, all interpupil phase relationships are lost re-
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Fig. 15. Imaging of an infinite point object with a fixed Golay
aperture array.
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Fig.16. Pupil plane phase and intensity retrieval for subaperture
B of the Golay-3 array shown at left.

sulting in piston errors and potentially poor imaging
system performance. To correct this, we subtracted
the mean phase measured across each pupil in order
to null the interpupil piston. Next, the correctly
phased subaperture pupil fields were combined into a
single matrix. The array of subaperture fields was
propagated to the focal plane via discrete Fourier
transform and squared to obtain the synthetic focal
plane image of the point object shown in Fig. 17.

C. Potential Weaknesses of Image Synthesis Using
Phase Retrieval

We observed that our implementation of the phase
retrieval algorithm does not converge on a good pupil
field estimate in the presence of appreciable back-
ground noise. The phase retrieval algorithm recon-
structs a seemingly random, fine structure in the
pupil plane phase when even a small uniform bias is
added to the ideal Airy intensity in the focal plane.
We suspect that this fine structure is required in the
pupil in order to diffract some of the energy away
from the small central Airy spot toward coverage of
the entire focal plane.

Successful aperture synthesis requires coherently
combining multiple subaperture pupil fields. To co-
herently combine these fields during postdetection
processing, the phase relationships between subap-
erture pupils must be known. Therefore, the pupil

Synthesized focal plane Theoretical focal plane image

SyntheS|zed pupil plane phase

Synthesized pupil plane

Fig. 17. Postdetection synthesis of Golay-3 intensity images.




plane field must be spatially coherent over the entire
sparse aperture and temporally coherent over the
exposure time of the CCD focal plane array. The point
source object of our experiment yields a spatially co-
herent pupil field, but the radiation from an extended
object will generally not possess spatial coherence
over the entire pupil. Therefore, in order to maintain
phase relationships between separated subapertures,
the object must be coherently illuminated. Coherent
illumination presents some potential concerns. First,
the phase retrieval algorithm must reconstruct a
complex-valued pupil field from the focal plane image
intensity, a task the algorithm finds difficult [21].
Second, since the pupil phase will likely contain fine
structure, a more sophisticated piston and tilt nulling
routine will need to be designed. Third, coherent il-
lumination introduces speckle into the focal plane
image. Speckle’s high contrast is generally quite both-
ersome in an image, though it can be reduced by av-
eraging over multiple realizations, thereby spoiling the
spatial coherence of the composite image. However,
this requires increased total exposure time and more
elaborate postdetection image synthesis processing in
order to construct a higher resolution image.

7. Summary and Conclusions

We have defined resolution metrics based on the PSF
and MTF to evaluate sparse arrays of N identical,
diffraction-limited subapertures. The effects of detec-
tion noise, image restoration filtering, and piston
and/or tilt aberrations were investigated with re-
spect to sparse aperture imaging. We selected com-
pact nonredundant autocorrelation Golay arrays for
which we adjusted both the number of subapertures
and their relative spacings to arrive at an optimized
threefold symmetric Golay-9 array. We then synthe-
sized an image from multiple subaperture pupil fields
by masking a large lens with this Golay-9 array. We
imaged a slant edge resolution target to verify the
resolution gain of the Golay-9 array as quantified by
its MTF. We also successfully applied a restoration
filter to our image in order to recover lost contrast.
We then described a synthesis method that uses a
phase retrieval algorithm and presented experimen-
tal results for the imaging of a distant point object.
Weaknesses of applying this method were discussed.

Sparse aperture imaging has been shown to en-
hance resolution over a single monolithic aperture of
equal total area. However, we have observed that
sparse aperture arrays have reduced SNR and
present the formidable technical challenge of accu-
rately phasing the various subapertures. The possi-
bility of postdetection synthesis of images through
the use of phase retrieval is possible and was ex-
plored. However, in our experiments, phase retrieval
image synthesis was successful only for rudimentary,
distant point source imaging.
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Force and General Dynamics, of Dayton, Ohio
through contract F33601-02-F-A581, and by the La-
dar and Optical Communications Institute (LOCI) at
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the official policy of the Air Force, Department of
Defense, or the U.S. government.
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